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Abstract 

Evidence from behavioral experiments with volunteer samples suggests that there exists a 
substantial gap in the willingness of men and women to compete. We ask whether a similar 
gap can be found in a population of economics majors – a population of interest as questions 
loom regarding the reasons for the underrepresentation of women in economics. We find a 
substantial gender gap in competitiveness – as well as in risk attitudes – among economics 
majors. We also find that self-selection into the lab causes us to overestimate this gap among 
volunteers by a factor of 2 to 3 depending on the econometric model.  
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1. Introduction 

The persistent differences in labor market outcomes between men and women have been a topic 

of continuous interest for researchers, policy makers, and managers (Bertrand 2020; Blau and 

Khan 2017; Goldin, 2014). Traditional explanations for the gap include the gender disparities in 

human capital (Becker 1991), the division of labor in couples (Becker 1985), and discrimination 

by employers (Neumark, Bank and Van Nort 1996). More recently, advances in experimental 

research allowed researchers to identify other discrepancies between men and women that are 

difficult to observe in natural settings. A prime example is the evidence from behavioral 

experiments showing a substantial gap in the willingness of men and women to compete (Niederle 

and Vesterlund 2007; henceforth NV2007).1 Given the importance of competitive incentives in 

modern organizations, the relative reluctance of women to engage in competition has been 

proposed as a plausible explanation for women’s lower wages and lower representation in high-

level jobs (Blau and Khan 2017; Goldin 2014). Despite the publication of several dozens of 

experimental studies on the topic of competitiveness, however, some important questions linger.  

In their authoritative review of the literature on the gender wage gap, Blau and Kahn (2017, p. 

837) write: “[T]here are reasonable concerns about generalizing the results of such experiments 

outside the lab”. One of the main concerns when generalizing findings from lab experiments such 

as those on gender arises from the use of volunteer subjects, i.e., individuals that self-select into 

an experiment (Falk and Heckman 2009; Levitt and List 2007). If people’s attitudes toward 

competition affect selection into experiments, inferences about the gender gap in competitiveness 

drawn from volunteer samples could be biased, i.e., not reflect the gender gap in the population 

from which the volunteers were recruited. Specifically, inferences regarding the gender gap will 

be biased if attitudes toward competition affect differently the likelihood of men and women to 

participate in lab experiments. To the extent that experimental measures of competitiveness are 

used to champion specific policies for reducing the gender gap such as gender quotas or mentoring 

(Balafoutas and Sutter 2012; Brandts, Groenert and Rott 2015; Ip, Leibbrandt and Vecci 2019; 

Leibbrandt, Wang and Foo 2018; Niederle, Segal and Vesterlund 2013), the issue of selection bias 

is not merely of academic interest, but of practical relevance.  

                                                            
1 Following the pioneering study by NV2007, several dozen experiments have documented the tendency of women to 
shy away from competition, and of men to compete “too much.” For extensive reviews of the literature, see Dariel et 
al. (2017) and Niederle (2016). 
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The present study has two goals. The first one is to evaluate whether there exists a gender gap 

in competitiveness in a population that we believe to be of interest: economics majors. Economics 

as a field has recently come under scrutiny for the low representation of women among both 

students and faculty members. Specifically, whereas women make up about half of the entire 

undergraduate student population, they account for approximately 30% of economics majors the 

US (Bayer and Rouse 2016; Buckles 2019; Lundberg and Stearns 2019). Bayer and Rouse (2016) 

show that the problem is substantially worse in economics than in STEM, where approximately 

60% of majors are female. With regards to faculty members, the fraction of women in economics 

appears to steadily decline as one moves from graduate school, to the ranks of assistant professor, 

associate professor and, finally, full professor – a trend referred to as “the leaky pipeline” – both 

in US and European departments (Auriol, Friebel and Wilhelm 2019; Buckles 2019; Lundberg and 

Stearns 2019). A recent report by the Royal Economic Society documented a very similar situation 

in the UK (Bateman et al. 2021).2 Given that a considerable fraction of the observed variance in 

gender representation remains unexplained (Bayer and Rouse 2016), it seems interesting to explore 

whether there exists a gender gap in competitiveness among economics majors. To our knowledge, 

our study is the first to address this question.  

It is not obvious that a gender gap in competitiveness should exist among economics majors. 

If the most competitive individuals select into math intensive fields such as economics as evidence 

suggests (Buser, Niederle and Oosterbeek 2014; Buser, Peter and Wolter 2017), then we would 

expect that the gap in competitiveness between men and women majoring in economics should be 

small, if any. However, if a gender gap in competitiveness does exist, it could help explain some 

of the “leak” in the pipeline, and suggest possible “fixes.” To evaluate whether a gap exists in this 

population, we take advantage of a compulsory class with mandatory attendance for all students 

majoring in economics at one of the largest universities in Europe – Erasmus University 

Rotterdam. As we show in the next section, the patterns of female (under)representation in this 

university appear to be very similar to those in the UK and the US.  

 The second goal of our study is to explore whether self-selection into the lab biases the 

estimated gender differences in competitiveness. If a bias exists, we would like to know whether 

self-selection causes us to overestimate the gap in competitiveness or to underestimate it. The latter 

                                                            
2 Megalokonomou, Vidal-Fernandez and Yengin (2021) provide evidence that, in Europe, there is a similar conversion 
rate of graduates to faculty in economics and STEM. 
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could happen if women in the population are less willing to compete than men, but only men and 

women with a certain tolerance for competition volunteer for experiments.3 To test for the 

existence of selection bias, we use a method introduced by Cleave, Nikiforakis and Slonim (2013). 

At time t0, we elicit individuals’ willingness to compete during normal class hours using a design 

similar to that of NV2007. As the class we use for our study is compulsory with mandatory 

attendance for all first-year economics majors, selection to our study should be minimal. Even if 

some students fail to show up in class on the day of our study, self-selection should not bias our 

estimates of the gender gap in competitiveness as the experiment was not pre-announced. For 

brevity, therefore, we will refer to the 1,145 students in the classroom experiment at time t0 as the 

“population.” At time t1, we identify the subset of “lab volunteers” in the population by observing 

who accepts an invitation to participate in lab experiments. To evaluate the effect of selection bias, 

we compare the gender gap among lab volunteers measured at time t0 and the gender gap in the 

population.4  

The data reveal that there is a substantial gender gap in competitiveness among economics 

majors. Specifically, men majoring in economics are 15 percentage points more likely to compete 

than women. We also find that men majoring in economics are more risk tolerant than women, 

and more likely to select into competition when their performance is poor. In other words, we 

obtain qualitatively similar results in this population as those found in previous behavioral 

experiments. We also find evidence of substantial selection bias in our lab estimates. To be precise, 

self-selection causes us to overestimate the gap in competitiveness by a factor between 2 and 3, 

                                                            
3 In Appendix A, we present evidence from past studies that is in line with the hypothesis that self-selection causes us 
to overestimate the gender gap in competitiveness. Specifically, we use on the survey of Dariel et al. (2017) to classify 
all studies that were either published or accepted for publication by December 2017 into those that rely on self-selected 
samples and those that do not. While we find a substantially larger gender gap in studies with self-selected samples, 
there is a confound that prevents us from safely attributing the difference to self-selection. 
4 As we clarify in the next section, in actuality, there is a sequence of events between time 𝑡𝑡0 and time 𝑡𝑡1 which relate 
to the usual steps of recruiting participants to experiment. Importantly, note that, we compare the gap among 
volunteers at time 𝑡𝑡0 and not at time 𝑡𝑡1 as learning, time and environmental effects would confound our estimates in 

that case. Specifically, let 𝛥𝛥𝑃𝑃
𝑡𝑡0 denote the gender gap in competitiveness in the population measured at t0, i.e., in the 

classroom experiment. Let 𝛥𝛥𝑉𝑉
𝑡𝑡0 denote the gender gap in competiveness among lab volunteers also measured at t0. We 

will say self-selection biases our estimate of the gender gap if 𝛥𝛥𝑃𝑃
𝑡𝑡0 ≠ 𝛥𝛥𝑉𝑉

𝑡𝑡0. If 𝛥𝛥𝑃𝑃
𝑡𝑡0 < 𝛥𝛥𝑉𝑉

𝑡𝑡0, we will say selection bias causes 

us to overestimate the gender gap. If 𝛥𝛥𝑃𝑃
𝑡𝑡0 > 𝛥𝛥𝑉𝑉

𝑡𝑡0, we will say selection bias causes us to underestimate the gender gap.  
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depending on the controls in the econometric model. The gender gap among our lab volunteers is 

similar in magnitude to that in previous behavioral experiments. 

The study that is most closely related to ours is Cleave, Nikiforakis and Slonim (2013). Cleave 

et al. investigate the extent to which social and risk preferences drive selection into lab 

experiments. We use their method to address our second question, namely, whether self-selection 

causes us to overestimate the gender gap in competitiveness in the population. Apart from our 

focus on attitudes toward competition, an important difference is that Cleave et al. (2013) do not 

target students from a particular academic major. In particular, they target a course that is taken by 

economics majors, but also students majoring in Management and Marketing, Accounting, 

Finance, Arts, Science, Engineering, and Environments. As their data does not permit them to 

identify who majors in economics, they cannot explore whether there is a gender gap in risk 

attitudes between economics majors. Given that risk attitudes are commonly measured when 

studying individuals’ willingness to compete, and the fact that there is evidence of gender 

differences in risk taking, we include a separate section in which we address this question.  

The rest of this paper is organized as follows. Section 2 describes in detail the experiment. 

Section 3 presents the experimental results, and section 4 concludes with a discussion.  

2. The experiment  

2.1 The population 

Our population consists of students enrolled in the Academic Skills course at the Erasmus School 

of Economics. Students in this course are taught presentation and discussion skills as well as how 

to study effectively. The course is compulsory for all first-year students majoring in economics, 

but is not available for students from different majors.5  

A total of 1,395 students were enrolled in the course at the time of our study. This particular 

course has also another advantage which is that it has a large number of mandatory lab tutorials, 

which simplifies the administration of a large-scale computerized experiment. Specifically, 

students in this course are divided into 96 tutorial groups with as many tutors. Each group consists 

                                                            
5 Academic Skills is compulsory for all students majoring in economics, econometrics, and law and economics. Since 
most universities outside the Netherlands do not offer separate majors in econometrics or law and economics, and 
given that all students in these majors could enrol to graduate programs in economics (if they so desire), we refer to 
them collectively as economics majors.  
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of 15 students at most, implying that the tutor can easily monitor participants and ensure they do 

not communicate during the experiment.  

The experiment took place during the first tutorial, in the first week of the academic year 

2018-2019. Participants, therefore, had no previous exposure to laboratory or other classroom 

experiments. To rule out that self-selection could bias our estimates, the experiment was not 

announced to students in advance. One week prior to the experiment, we gave tutors – who were 

unaware of our research question – precise instructions about how to run the experiment in class. 

Once in class, tutors guided students to a link on the course’s webpage that directed them to the 

online experiment (see Section 1 in the Online Supplementary Material, OSM). Tutorials last 90 

minutes and we purposefully limited the duration of the experiment (about 15 minutes) to ensure 

that students would not leave the class. If students did not wish to participate, tutors asked them to 

remain seated and be silent.  

Of the 1,216 students that showed up for the tutorials, 1,145 (94.2%) agreed to participate in 

the experiment. These 1,145 individuals are our “population.” The fraction of women in our 

population is the same as that in economics program in the US (Bayer and Rouse 2016; Buckles 

2019; Lundberg and Stearns 2019): 29.7% (811 males and 334 females).6 With regards to faculty, 

as in the US, there appears to be clear evidence of a “leaky pipeline”: the fraction of female 

economists in 2021 in the Netherlands, is 42.9% among PhD students, 37.4% among Assistant 

Professors, 21.2% among Associate Professors and 15.4% are Professors.7  

2.2 Measuring the willingness to compete in the population 

The experiment consists of four tasks and a short post-experiment questionnaire. The first three 

tasks are built on the paradigm introduced by Niederle and Vesterlund (2007) (NV2007). In each 

of them, participants are asked to add up a series of three two-digit numbers for 90 seconds. The 

tasks differ in how performance translates into earnings. In Task 1 (Individual Performance), 

participants are paid for each correct summation using a piece rate of 1 Euro. In Task 2 (Compared 

Performance), participants compete in a tournament against three other anonymous students that 

are randomly selected from the population (not from their tutorial). The participant that correctly 

                                                            
6 Erasmus University Rotterdam has data on the gender of 1,366 out of 1,395 students enrolled in the course. The 
fraction of women among these students is 27.2%.  
7 Source: https://www.rathenau.nl/en/science-figures/personnel/women-science/women-academia. 

https://www.rathenau.nl/en/science-figures/personnel/women-science/women-academia
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solves the highest number of additions receives 4 Euros per correct answer, while the other three 

people in the group receive nothing.  Ties for the first place are randomly broken. 

In the third task (Choice), participants must choose whether they wish their earnings to be 

determined by their individual performance (as in Task 1) or by their compared performance (as 

in Task 2). After making their choice, participants have to add up a series of three two-digit 

numbers for a final time. The Choice task measures individuals’ attitudes towards competition and 

is, therefore, our main variable of interest. Like in NV2007, if participants choose compared 

performance, their score is compared to that of participants in Task 2. In Task 4 (Lottery), students 

are given six lotteries and have to choose the one they prefer. The task is similar to that in Eckel 

and Grossman (2008), but lottery payoffs are chosen such that they reflect the incentives in the 

Choice task. The latter is important in light of a recent debate about the extent to which differences 

in the Choice task simply reflect gender differences in risk attitudes (Gillen, Snowberg and Yariv 

2019; van Veldhuizen, 2018). The experimental instructions are available in the OSM.  

The experiment concluded by asking participants to fill out a short questionnaire with questions 

about their gender, how much time they have for leisure activities, and the income group they 

belong to (from a scale from 1 to 10) (see Section 2 in the OSM). The survey also included a 

question aimed to capture participants’ confidence in their abilities in Task 2. In particular, they 

were asked to state if they agreed or not with the following statement: “I believe there is a high 

chance I will be the one who solved the highest number of correct sums in my group in Task 2”. 

Given the limited time available for the classroom experiment, responses to this question were not 

incentivized. However, as we will see in sections 3.1 and 3.2.2, the answers obtained exhibit the 

same patterns as those in prior experiments with incentivized belief elicitation. 

Participants were informed that one in every four participants would be selected for payment 

and that, if selected, one of the four tasks would be selected for payment. While participants 

learned their individual score at the end of each of tasks 1-3, they were not informed about whether 

they won the tournament/lottery, their earnings or which task had been selected for payment. 

Participants were told that they will receive an email with information on who was selected for 

payment (see Section 3 in the OSM).8 

                                                            
8 Students were informed that their earnings would be determined in a public event that would take place in the second 
week of the academic year. Subsequently, an announcement was posted on the course’s webpage with the student ID 
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2.3 Identifying the lab volunteers in the population 

We used a four-step process to identify lab volunteers in our population. We discuss each step in 

detail.  

(1) Expressing an interest in experiments. We asked all participants in the classroom experiment 

if they would be interested to receive an e-mail with information about participating in future 

laboratory experiments at ESE.9 To test whether the classroom experiment affected participants’ 

willingness to volunteer in future lab experiments, half of the participants were randomly selected 

to be asked this question at the very first screen of the experiment, whereas the remaining half was 

asked the same question on the very last screen. (A detailed analysis of the effect of this variation 

is presented in Appendix B.) As can be seen in Figure 1, 76.9% of the individuals in our population 

expressed an interest in receiving the email. The order of the question does not have a significant 

effect on who expresses an interest (Fisher Exact test, N = 1,145, p = 0.14) or volunteers for 

experiments (Fischer Exact test, N = 1,145, p = 0.38). Importantly, in Appendix B, we provide a 

detailed analysis showing that the exposure to a classroom experiment does not affect who selects 

into the lab.  

(2) Registering in the database of future volunteers. Two weeks after the last tutorial, all 

participants that expressed an interest in future experiments received an email by the lab manager 

(not us) to register to the ORSEE volunteer database (Greiner, 2015) (see Section 4 in the OSM). 

The email reminded them that they had expressed an interest in participating in lab experiments 

and contained a link for registering to the database. Reminder mails were sent twice and students 

who had provided us with multiple email addresses, received emails in all addresses. Note, that by 

the time they were invited to register in the database, students had been informed of their individual 

earnings from the classroom experiment. However, they did not receive any information about 

which task had been selected for payment or how their earnings were determined. Figure 1 shows 

that, similar to Cleave, Nikiforakis and Slonim (2013), only 19.7 percent of the entire population 

registered in the database of volunteers.  

                                                            
numbers of those that were selected for payment. Students could pick up their earnings two weeks after the experiment 
took place, at which point, they learned their exact earnings but not of which task was selected for payment. 
9 As this was the first official recruitment drive of the academic year, it was extremely unlikely our first-year students 
would have signed up to the database prior to receiving this email. 
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(3) Signing up for an experiment. Twelve weeks after the start of the classroom experiment, an 

email was sent to all those in our population that registered in the database of future volunteers 

(see Section 5 in the OSM). The email included links that enabled recipients to enroll for one of 

20 laboratory sessions. The sessions were spread out over a week, the first being scheduled to run 

10 days after the invitation email. None of the 20 sessions filled up to the maximum. We are 

therefore confident that lab constraints did not preclude individuals from participating in an 

experiment. Despite this, as can be seen in Figure 1, less than half of those who registered in the 

database signed up for an experiment (i.e., 8.6% of our population).  

(4) Participating in an experiment. A large majority of those signing up for an experiment, 

participated in one. Specifically, 7.9% of the starting population participated in a lab experiment 

(90 out of 1,145 individuals).10 This, again, is similar to the fraction found in Cleave, Nikiforakis 

and Slonim (2013) showing that the high level of attrition is not unique to our study. Following 

Cleave, Nikiforakis and Slonim (2013), we classify all those that participated in a lab experiment 

as “lab volunteers”. This seems natural for our purposes as it is these subjects that we would 

normally use to estimate the gender gap in competitiveness in a lab experiment.11 This implies that 

our sample of lab volunteers (N=90) consists of a similar number of individuals as NV2007 

(N=80).  

We use the lab experiments only for the purpose of identifying who is a volunteer and who is 

not. We do not re-measure the willingness of volunteers to compete in these lab experiments as 

this would introduce several confounds in our comparisons (e.g., learning, different social 

environment). Instead, having identified who is a lab volunteer in our population, we estimate the 

gender gap among them using the decisions they made in the classroom experiment.  

                                                            
10 Of the 90 lab volunteers, 57 are men (i.e., 7.0% of the men in our population) and 33 are women (i.e., 9.9% of the 
women in our population). In Appendix C, we discuss in detail attrition by gender, showing that attrition rates are 
similar for men and women.  
11 To ensure that we correctly identified lab volunteers in our population, we also checked a month after our lab 
sessions whether there were others in our population that participated in economic experiments and classified those 
also as “lab volunteers.”  
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Figure 1 Attrition to the lab ‘Interested’ refers to the percentage of individuals in the population that indicated an 
interest in receiving an email with information about future experiments. ‘Registered’ refers to the percentage of 
individuals in the population that registered in the database of future volunteers. ‘Signed Up’ refers to the percentage 
of individuals in the population that signed up for one of the twenty lab sessions. ‘Participated’ refers to the percentage 
of individuals in the population that participated in an experiment – the lab volunteers. ‘Before/After’ refer to the 
order in which a question was asked during the classroom experiment about whether individuals wished to receive 
information about future experiments.  
 

3 Results  

We divide the analysis of our data into two subsections. The first subsection addresses our two 

main research questions. The second subsection presents auxiliary findings related to gender 

differences in risk attitudes and the propensity of men to “overcompete.”  

3.1 Main findings 
Is there a gender gap in competitiveness among economics majors? Does self-selection cause us 

to overestimate it? We define the gender gap in competitiveness in the population of economics 

majors as 𝛥𝛥𝑃𝑃
𝑡𝑡0  = 𝑚𝑚𝑃𝑃

𝑡𝑡0 − 𝑤𝑤𝑃𝑃
𝑡𝑡0, where 𝑚𝑚𝑃𝑃

𝑡𝑡0 and 𝑤𝑤𝑃𝑃
𝑡𝑡0  denote the fraction of men and women in the 

population, respectively, choosing to compete in Task 3 at time t0, i.e., in the classroom 

experiment. Similarly, the gender gap in competitiveness among lab volunteers is defined as 𝛥𝛥𝑉𝑉
𝑡𝑡0  = 

𝑚𝑚𝑉𝑉
𝑡𝑡0 − 𝑤𝑤𝑉𝑉

𝑡𝑡0, where 𝑚𝑚𝑉𝑉
𝑡𝑡0 and 𝑤𝑤𝑉𝑉

𝑡𝑡0  denote the fraction of men and women lab volunteers, respectively, 

that choose to compete in Task 3 in the classroom experiment. We will say that selection bias 

causes us to overestimate the gender gap if 𝛥𝛥𝑉𝑉
𝑡𝑡0 > 𝛥𝛥𝑃𝑃

𝑡𝑡0 . 
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Figure 2 Gender gap in competitiveness Fraction of participants that chooses to compete in 

Task 3 of the experiment among volunteers and the population from which they were recruited.  

 
Figure 2 shows the fraction of men and women that chose to compete in Task 3. In line with 

past studies, we find that men clearly compete more often than women in the sample of lab 

volunteers  (49% vs. 18%; Fisher exact test, two-tailed, N = 90, p < 0.01), i.e., 𝛥𝛥𝑉𝑉
𝑡𝑡0 = 0.31. A 

significant gender difference is also observed in the population of economics majors (36% vs. 

21%; Fisher exact test, two-tailed, N = 1,145, p < 0.01), i.e., 𝛥𝛥𝑃𝑃
𝑡𝑡0 = 0.15. The size of the gender 

gap is approximately twice as large among lab volunteers than among men and women in the 

population from which the volunteers were recruited, i.e., 𝛥𝛥𝑉𝑉
𝑡𝑡0 > 2 ∗ 𝛥𝛥𝑃𝑃

𝑡𝑡0.  

  (I) (II)    
Female -0.15*** -0.14*** 
 (0.03) (0.03)    
Volunteer  0.14**  
  (0.07)    
Female × Volunteer  -0.17**  
  (0.08)    
Constant 0.36*** 0.35*** 
 (0.02) (0.02)    
Observations 1,145 1,145 
R-squared 0.02 0.03    

Table 1 Selection bias in competitiveness Linear probability 
regression. The dependent variable is a dummy variable indicating 
whether an individual competed in Task 3. Standard errors are clustered 
at the session level. ***/**/*: significant at the 1%/5%/10%-level. 
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Table 1 presents evidence from linear probability models to explore the significance of the 

bias in statistical terms. As a benchmark for comparison, Model (I) shows that women are 15 

percentage points less likely than men to compete in the population (p <0.01). Model (II) shows 

that the Female variable is largely unchanged in the sample of non-volunteers. Most importantly, 

the interaction term Female × Volunteer in Model II shows that the bias in our estimate of the 

gender gap due to selection is substantial and statistically significant (p < 0.05). Model (II) also 

presents some first evidence suggesting that the bias is driven by competitive men who are more 

likely to volunteer for lab experiments (Volunteer, p = 0.04). Evidence of this can also be seen in 

Figure 2: the fraction of competitive women is similar in the subset of volunteers and in the 

population, but not the fraction of competitive men. Men who choose to compete are more 

common in our sample of lab volunteers, i.e., a greater fraction of competitive men selects into our 

sample of volunteers, i.e., 𝑚𝑚𝑉𝑉
𝑡𝑡0 > 𝑚𝑚𝑃𝑃

𝑡𝑡0. For additional analysis on the determinants of selection into 

the lab, see Appendix D.  

 
Volunteers 

(I) 
Volunteers 

(II) 
Population 

(III) 
Population 

(IV)   
Female -0.21** -0.23** -0.09*** -0.07*** 
 (0.09) (0.09) (0.03) (0.03)    
Tourn. score 0.08*** 0.07*** 0.05*** 0.04*** 
 (0.02) (0.02) (0.01) (0.01)    
Tourn. – Piece rate score -0.04 -0.03 -0.01 -0.01    
 (0.03) (0.03) (0.01) (0.01)    
Confidence 0.24*  0.32*** 
  (0.14)  (0.04)    
Constant -0.04 0.01 0.01 0.05    
 (0.14) (0.13) (0.03) (0.04)    
Observations 90 90 1145 1145    
R-squared 0.21 0.24 0.09 0.17    

Table 2 The determinants of competition Linear probability regression replicating the analysis in NV2007 
(Table 6, p.1089). The dependent variable is a dummy variable indicating whether an individual competed in 
Task 3. ‘Tourn. score’ measures the numbers of correct answers in Task 2, ‘Tourn. – Piece rate score’ measures 
the difference between a subject’s correct answers in Task 1 and 2, ‘Confidence’ is a dummy variable with 
value 1 if a subject believes he or she has a higher score in Task 2 than all competitors. Standard errors are 
clustered at the session level. ***/**/*: significant at the 1%/5%/10%-level.  

 

The analysis in Table 1 does not control for covariates that could explain both the gender gap 

in competitiveness and self-selection into the lab. For instance, NV2007 show that individual 

performance in the summation tasks and beliefs about the probability of winning both affect 
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positively the probability of choosing to compete in Task 3. To that end, Table 2 replicates the 

main statistical analysis in NV2007 (Table 6, p. 1089), separately for our sample of lab volunteers 

and for our population.12  

The estimates in Table 2 reveal that, rather intuitively and in line with past studies, the 

propensity to select into competition increases with an individual’s performance in the tournament 

and with their belief that they will win the tournament. This is reassuring as it suggests we can 

replicate past findings with our data. In line with that, once we control for performance and beliefs, 

we find that the estimated gender gap among lab volunteers is comparable to that reported in 

NV2007. Specifically, in Model (II), we find a point estimate for Female of -0.225 which is not 

dissimilar to the estimate of -0.278 reported in NV2007. More importantly, the additional controls 

further increase the estimated bias due to selection. Comparing the coefficient of Female in Model 

(II) and Model (IV) we observe that the absolute value of the coefficient for Female decreases 

from 0.225 (Model II) to 0.074 (Model IV). That is, when controlling for covariates, the gender 

gap in the sample of lab volunteers is found to be 3 times larger than that in the population, i.e., 

𝛥𝛥𝑉𝑉
𝑡𝑡0 = 3 ∗ 𝛥𝛥𝑃𝑃

𝑡𝑡0. Nevertheless, as Model (III) and Model (IV) reveal, a statistically significant gender 

gap in competitiveness exists in the population of economics majors.  

3.2 Other findings  

The gender literature in behavioral economics suggests that there are robust differences in risk 

attitudes between men and women (Croson and Gneezy, 2009). In addition, the evidence suggests 

that men tend to “overcompete” and women to “undercompete” (Niederle 2016). Our data allows 

us to investigate whether these discrepancies are found in the population of economics majors at 

Erasmus University Rotterdam.  

3.2.1 Are there gender differences in risk attitudes among economic majors? 

Although there is extensive research documenting the existence of gender differences in risk 

attitudes, there is no evidence whether this is the case among economics majors as a population. 

Recall that we asked participants to choose one of six lotteries that vary in their expected payoff 

and level of risk. We can, therefore, answer this question. In addition, our data allow us to explore 

                                                            
12 In Appendix E, we present summary statistics for these and other control variables. Note, that in Table 6 in NV2007 
the authors present Probit estimates, whereas we present linear probability results to remain consistent with the 
remainder of our analysis. The results of Probit regressions, however, are virtually identical. 
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whether self-selection biases our estimates of gender differences in risk attitudes. We follow a 

similar approach as in the previous section. 

Figure 3 shows how risk tolerant men and women in our study are. As can be seen, men are 

more risk tolerant than women both in our sample of lab volunteers (Mann-Whitney U test, two-

tailed, N = 90, p < 0.01), as well as in our population of economics majors (Mann-Whitney U test, 

two-tailed, N = 1,145, p < 0.01). The data in Figure 3 reveal that self-selection into the lab causes 

us to overestimate the differences in risk attitudes between men and women by 63%. This appears 

to be driven by less risk tolerant women being more likely to volunteer for lab experiments. For 

additional analysis on the determinants of selection into the lab, see Appendix D.  

 
Figure 3 Mean risk tolerance 

Table 3 presents evidence from linear regressions exploring the significance of the bias in 

statistical terms. As a benchmark for comparison, Model (I) shows that women are less risk tolerant 

than men in our population. Model (II) shows that the Female variable is similar in the sample of 

non-volunteers. Importantly, the interaction term in Model (II) illustrates that selection bias causes 

us to significantly overestimate gender differences in risk attitudes.  

Given the uncertainty inherent in tournaments, it is natural to ask whether the observed 

selection bias in gender competitiveness seen in the previous section is driven by risk attitudes. To 

answer this question, we extend the analysis presented in Table 2 to control for risk attitudes. The 

findings presented in Table 4 reveal three interesting findings. First, in line with past studies, we 

observe that risk helps explain the willingness to compete in the lab (Model I), but also the 

willingness to compete in the population (Model II). Second, in line with the results in Gillen, 
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Snowberg and Yariv (2019) and van Veldhuizen (2018), we find that risk attitudes fully account 

for the gender gap in competitiveness (captured by Female) both among lab volunteers and in the 

population.13  Finally, despite this, the coefficient for the interaction term Volunteer × Female in 

Model (III) is unchanged from that presented in Table 2 suggesting that risk attitudes cannot 

account for the selection bias in competitiveness seen in the previous subsection. In other words, 

risk attitudes and attitudes toward competition seem to affect separately the decision to volunteer 

for lab experiments. This intuition is supported by our analysis presented in Appendix D.  

 (I) (II) 
Female -1.23*** -1.15*** 
 (0.12) (0.12)    
Volunteer 0.09    
  (0.25)    
Female × Volunteer -0.87*** 
  (0.31)    
Constant 3.90*** 3.90*** 
 (0.08) (0.08)    
Observations 1,145 1,145    
R-squared 0.0846 0.0890    

Table 3 Selection bias in risk attitudes OLS regression. The dependent variable 
increases with the riskiness of the lottery chosen by participants. Standard errors 
are clustered at the session level. ***/**/*: significant at the 1%/5%/10%-level. 

3.2.2 Do men compete too much and women too little among economics majors?  

One of the most intriguing findings in NV2007 was that high-performing women tended to 

compete “too little,” whereas low-performing men to compete “too much.” We conclude our 

analysis of the data by exploring to what extent this tendency is also found in the population of 

economics majors.  

Since individuals compete in groups of four, the probability of winning the tournament that 

equalizes the expected earnings of an individual from the tournament and the piece rate is 25%. 

Therefore, following NV2007, we refer to people with a performance in Task 2 that gives them a 

probability of at least 25% chance of winning the tournament as “high performers”; if their 

performance translates to a probability below 25%, we refer to them as “low performers.” We 

                                                            
13 It is worth noting that the discussion about the role of risk attitudes is ongoing as other studies have found risk 
attitudes do not fully account for the gap in competitiveness, e.g., Datta Gupta, Poulsen and Villeval 2013, Buser, 
Niederle and Oosterbeek 2014, Wozniak, Harbaugh and Mayr 2014, Dariel et al. 2017, and Lowes 2021.  
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follow NV2007 (Table III, p. 1085) in classifying individuals into two categories: (i) low 

performers that choose to compete (“overcompetitors”), and (ii) high performers that choose not 

to compete (“undercompetitors”).  

  
Volunteers 

(I) 
Population 

(II) 
Population 

(III) 
Female -0.05 -0.02 -0.01 
 (0.10) (0.03) (0.03) 
Tourn. score 0.05** 0.03*** 0.03*** 
 (0.02) (0.01) (0.01) 
Tourn. – Piece rate score -0.04 -0.00 -0.00 
 (0.03) (0.01) (0.01) 
Confidence 0.24* 0.31*** 0.31*** 
 (0.13) (0.04) (0.04) 
Risk tolerance 0.09*** 0.05*** 0.05*** 
 (0.03) (0.01) (0.01) 
Volunteer   0.15** 
   (0.06) 
Volunteer × Female  -0.17** 
   (0.08) 
Constant 0.25 0.51*** 0.51*** 
 (0.31) (0.09) (0.09) 
Observations 90 1,145 1,145 
R-squared 0.32 0.20 0.21 

Table 4 Risk attitudes and competition OLS regression. The dependent variable a subject’s choice to 
compete in Task 3. Standard errors are clustered at the session level. ‘Tourn. score’ measures the amount 
of correct answers in Task 2, ‘Tourn. – Piece rate score’ measures the difference between a subject’s score 
in Task 1 and 2, ‘Confidence’ is a dummy variable taking a value of 1 if a subject believes he or she has a 
higher score in Task 2 than all competitors, ‘Risk tolerance’ is a variable that increases in an individual’s 
willingness to take on risk, on a scale 0-5. ***/**/*: significant at the 1%/5%/10%-level. 
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Figure 4A Low performers: subjects with a score that 
gives them a chance below 25% of winning the 
tournament. 

Figure 4B High performers: subjects with a score 
that gives them a greater than 25% chance of winning 
the tournament. 

 

Figure 4 shows the fraction of overcompetitors (Panel A) and the fraction of undercompetitors 

(Panel B). Panel A reveals that, in line with NV2007, we find a substantial gender difference in 

overcompeting among lab volunteers (Fischer Exact test, two-tailed, N = 45, p < 0.01). The gender 

difference in overcompeting is also observed in the population of economics majors (Fischer Exact 

test, two-tailed, N = 659, p = 0.05), although it is about five times smaller than among lab 

volunteers. Panel B shows that selection does not seem to affect our conclusions regarding the 

tendency of high performers to avoid competition: In line with NV2007, high-performing women 

are more likely to abstain from competition than men to a similar extent in the population (Fischer 

Exact test, two-tailed, N = 486, p < 0.01) and among lab volunteers (Fischer Exact test, two-tailed, 

N = 45, p = 0.34), but the latter is not statistically significant due to the small number of high 

performers volunteering for experiments. Therefore, our data indicate that selection bias 

overestimates the willingness of low-performing men to compete relative to women, but not the 

tendency of high-performing women to avoid competition relative to men.  
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 Low performers High performers    
 (I) (II) (III) (IV) (V) (VI) 
Female -0.07** -0.04 0.00 0.17*** 0.18*** 0.05    
 (0.03) (0.04) (0.03) (0.06) (0.07) (0.07)    
Volunteer 0.20* 0.22**  -0.07 -0.08    
  (0.10) (0.09)  (0.09) (0.08)    
Volunteer × Female -0.33*** -0.31***  0.01 -0.02    
  (0.12) (0.11)  (0.15) (0.15)    
Confidence  0.42***   -0.26*** 
   (0.05)   (0.04)    
Risk tolerance   0.04***   -0.06*** 
   (0.01)   (0.01)    
Constant 0.24*** 0.23*** 0.03 0.52*** 0.52*** 0.89*** 
 (0.02) (0.02) (0.04) (0.02) (0.02) (0.05)    
Observations 659 659 659 486 486 486    
R-squared 0.01 0.02 0.17 0.02 0.02 0.15    

Table 5 The propensity to overcompete (low performers) and undercompete (high performers) Linear 
probability model. The dependent variable is a dummy capturing a subject’s choice to compete in Task 3 for 
‘low performers’, and a subject’s choice not to compete for ‘high’ performers. Standard errors are clustered at 
the session level. ***/**/*: significant at the 1%/5%/10%-level. 

To explore the statistical significance of the bias, Table 5 presents the results from a regression 

analysis, similar to that in the previous subsection. Model (I) indicates that low-performing men 

are 7 percentage points more likely to compete than low-performing women in the population. 

Model (II) shows that this difference is significant among volunteers but not among non-

volunteers. The interaction term (Volunteer × Female) in that model reveals that the selection bias 

is large and statistically significant. Model (III) shows that the bias cannot be fully explained by 

individual beliefs and attitudes toward risk. For high performers, we find women are more likely 

to abstain from competition (Model IV) and no evidence of selection bias affecting our estimates 

(Model V).14 Finally, Model (VI) reveals that the relative unwillingness of high-performing 

women to compete can be explained by their lower tolerance to risk and confidence.   

4. Discussion 

Our data reveal that four gender differences commonly found in behavioral experiments with self-

selected samples of volunteers are also observed in a population of economics majors. Specifically, 

                                                            
14 As can be seen in Table 5, 486 individuals are classified as high performers, i.e., 42.4% of the population. The 
reason this number is higher than 25% seems to be that there are learning effects across tasks which, although small 
in magnitude, exist for many individuals. We do not find evidence of different learning effects for men and women.  
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we find that, compared to their female counterparts, male economics majors are (i) more likely to 

select into competition, (ii) more risk tolerant, (iii) more likely to compete when they are low-

performing, and (iv) less likely to compete when they are high-performing as women shy away 

from competition. These gender differences suggest a mechanism that may help explain the 

persistent underrepresentation of women in economics (Bayer and Rouse 2016; Buckles 2019; 

Lundberg and Stearns 2019). 

The data also reveal that self-selection into behavioral experiments causes us to substantially 

overestimate the gender differences in the underlying population in three of these four cases. 

Specifically, self-selection leads us to overestimate (i) the gender gap in competitiveness by a 

factor of 2 to 3 depending on the econometric model, (ii) the gender gap in risk attitudes by a factor 

of 0.63, and (iii) the relative tendency of men to overcompete by a factor of 5. This evidence 

implies that behavioral economists cannot (and should not) ignore the possible risks that self-

selection poses to a study’s external validity. Whenever the variable of interest is not randomized 

by the experimenter (e.g., gender, race, ethnicity, academic background) researchers should strive 

to either reduce self-selection into the sample or correct for selection bias using appropriate 

econometric techniques.15 Unless this is done, one cannot rule out that a null result in a behavioral 

experiment is due to selection bias causing us to underestimate an actual difference in the 

population from which the sample was recruited or, perhaps worst, that a significant result is a 

false positive due to selection bias. Given this, an important implication of our study would appear 

to be that, despite the strong selection bias in our sample of lab volunteers, we do not find evidence 

that would cause us to question what appears to be the existing consensus among scholars 

concerning the existence of gender differences in competitiveness and risk attitudes.  

 

  

                                                            
15 Although the academic background of subjects is typically not reported in papers in this literature, by virtue of using 
economic experiments to study attitudes toward competition, one might assume that these studies oversample 
economics majors.  
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Appendix A 

The reliance of studies on self-selected samples raises the possibility that selection bias affects our 

estimate of the gender gap in competitiveness. Selection bias need not cause us to overestimate the 

gender gap in competitiveness; it could also cause us to underestimate it. As mentioned, this could 

happen if women in the population are less willing to compete than men, but only men and women 

with a certain tolerance for competition volunteer for experiments. As the latter seems plausible, 

we wished to look for evidence of selection bias in past studies that would allow us to form a 

hypothesis about the potential direction of selection bias.  

Dariel et al. (2017) provide a list of all the studies using designs similar to that of NV2007 that 

were published (or accepted for publication) in the ten years following the publication of NV2007. 

We use the survey of Dariel et al. (2017) and classify previous studies into those using self-selected 

samples and those that do not. The classification can be found in Table A.1.  
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  % selecting competition    
Study Year Male Female Gender Gap Subjects Self-selected 
Niederle and Vesterlund 2007 73% 35% 38% Students Yes 
Gneezy et al. 2009 50% 26% 24% Other Yes 
Gneezy et al. 2009 39% 54% -15% Other Yes 
Healy and Pate 2011 81% 28% 53% Students Yes 
Balafoutas and Sutter 2012 64% 30% 34% Students Yes 
Balafoutas et al. 2012 59% 31% 28% Students Yes 
Cardenas et al. 2012 44% 19% 25% Children No 
Cardenas et al. 2012 39% 27% 12% Children No 
Cardenas et al. 2012 35% 32% 3% Children No 
Cardenas et al. 2012 26% 29% -3% Children No 
Dargnies 2012 85% 51% 34% Students Yes 
Kamas and Preston 2012 41% 23% 18% Students Yes 
Mayr et al. 2012 56% 36% 20% Other Yes 
Mueller and Schwieren 2012 42% 26% 16% Students Yes 
Price 2012 66% 49% 17% Students Yes 
Shurchkov 2012 39% 30% 9% Students Yes 
Shurchkov 2012 44% 19% 25% Students Yes 
Andersen et al. 2013 52% 49% 3% Children Yes 
Andersen et al. 2013 51% 39% 12% Children Yes 
Cadsby et al. 2013 36% 9% 27% Students Yes 
Datta Gupta et al. 2013 60% 34% 26% Students Yes 
Niederle et al. 2013 74% 31% 43% Students Yes 
Samak 2013 77% 83% -6% Children No 
Buser et al. 2014 49% 23% 26% Children No 
Dreber et al. 2014 36% 17% 19% Children No 
Dreber et al. 2014 33% 28% 5% Children No 
Lee et al. 2014 30% 22% 8% Children Yes 
Wozniak et al. 2014 54% 31% 23% Students Yes 
Wozniak et al. 2014 50% 30% 20% Students Yes 
Apicella et al. 2015 45% 30% 15% Other Yes 
Apicella et al. 2015 52% 37% 15% Other Yes 
Apicella et al. 2015 67% 29% 38% Other Yes 
Brandts et al. 2015 59% 30% 29% Students Yes 
Khachatryan et al. 2015 54% 52% 2% Children No 
Khachatryan et al. 2015 57% 56% 1% Children No 
Sutter and Rutzler 2015 40% 19% 21% Children No 
Almås et al. 2016 52% 32% 20% Children Yes 
Berlin and Dargnies 2016 63% 35% 28% Students Yes 
Cassar et al. 2016 36% 26% 10% Other Yes 
Sutter et al. 2016 44% 21% 23% Children No 
Apicella et al. 2017 58% 38% 20% Students Yes 
Buser et al. 2017 52% 28% 24% Students Yes 
Buser et al. 2017 68% 51% 17% Children No 
Dariel et al. 2017 50% 54% -4% Students No 
Halko and Saakvuori 2017 74% 54% 20% Students Yes 
Reuben et al. 2017 54% 27% 27% Students Yes 
Banerjee et al. 2018 22% 16% 6% Other Yes 
Bönte et al. 2018 56% 45% 11% Other Yes 
Buser et al. 2018 42% 26% 16% Students Yes 
Zhong et al. 2018 49% 25% 24% Students Yes 
Zhang et al. 2019 63% 48% 15% Children No 
Zhang et al. 2019 60% 38% 22% Children No 
Zhang et al. 2019 75% 48% 27% Children No 

Table A.1 Summary and classification of studies surveyed by Dariel et al. (2017). Studies listed more than once 
use different samples. For details on the tasks used in these studies and sample sizes, see Dariel et al. (2017). Studies 
are presented in chronological order of publication. The publication year for studies that were ‘forthcoming’ at the 
time Dariel et al. (2017) was published has been updated. 
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Figure 1 presents the mean gender gap in competitiveness in studies relying on self-selected 

samples and otherwise. As can be seen in Figure 1, the mean gender gap is 21.3 percentage points 

in studies using self-selected samples and 12.1 percentage points in studies using non-self-selected 

samples. Therefore, although a gender gap in competitiveness is observed in non-self-selected 

samples, it is 76% larger in studies using self-selected samples. This suggests that selection bias 

causes us to substantially overestimate the gap in competitiveness between men and women. 

Specifically, men are 68.8% more likely to compete than women in the self-selected samples, and 

31.6% more likely in studies in which subjects do not self-select into the experiment (Table A.1). 

However, one should note that the data in Figure 1 do not permit us to rule out alternative 

explanations for the observed difference. In fact, there is a near perfect confound in the data which 

prevents us from drawing safe conclusions: all but one of the studies in which samples do not self-

select into the experiment, use samples of pre-university participants. Similarly, all but one of the 

studies using student samples rely on volunteer samples.  

 
Figure A.1 Gender gap in competitiveness (in percentage points) in previous studies surveyed in Dariel, 
Kephart, Nikiforakis and Zenker (2017) using designs similar to that in NV2007. Self-selected samples (N = 
36) are those that could self-select into the experiment. Non-self-selected samples (N = 17) are typically those 
in classroom experiments when participants did not receive prior information about the experiment. The gender 
gap is calculated as the unweighted average across different samples of the difference in the fraction of men 
and women choosing to compete in a design similar to that in NV2007. 
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Appendix B 

One might be concerned that exposure to a specific classroom experiment can affect who selects 

into the lab. For instance, one may hypothesize that individuals that enjoy competing may be more 

likely to volunteer for lab experiments after participating in the classroom experiment. First, we 

note that, even if this hypothesis was true, it could not explain the selection bias we observe in our 

study. Second, we note that the evidence in Cleave et al. (2013) does not support this hypothesis. 

The authors of that study randomly assigned a group of individuals in a condition in which they 

did not participate in the classroom experiment; they were simply invited to sign up for lab 

experiments. Cleave et al. (2013) found that these individuals were as likely to volunteer for 

experiments as others in groups that had participated in classroom experiments. Of course, there 

could be an interaction effect that this analysis overlooks. Namely, those who enjoy (dislike) risk 

taking are more (less) likely to select into the lab than those in the control group.  

To test the hypothesis that individuals that enjoy competing may be more likely to volunteer 

for lab experiments after participating in the classroom experiment, half of the participants were 

randomly selected to be asked this question at the very first screen of the experiment, whereas the 

remaining half was asked the same question on the very last screen. If the hypothesis is true, we 

would expect that an individual who enjoys competing to be more likely to express an interest in 

experiments when the question was posed after the experiment. Conversely, we would expect that 

an individual that dislikes competition would be more likely to express an interest in experiments 

when the question was posed before the experiment.  

Table B.1 shows we do not find support for this hypothesis (Model I and Model III). The same 

holds if we control for a self-reported measure of one’s leisure time (Leisure), a self-reported 

measure of one’s income (Income), and, finally, a control for whether the individual was selected 

to be paid for their participation in the classroom experiment (Paid) (Model II and Model IV). 

Tables B.2 and B.3 show that we do not find support for this hypothesis if, instead of the 

willingness to express an interest for experiments, we consider the willingness to sign up to the 

database for volunteers or show up for the experiment.  
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 (I) (II) (III) (IV) 
Before -0.024 -0.023 0.011 0.010 
 (0.049) (0.049) (0.029) (0.030) 
     
Leisure  0.027  0.004 
  (0.028)  (0.017) 
     
Income  -0.006  -0.004 
  (0.011)  (0.006) 
     
Paid  -0.003  0.090** 
  (0.052)  (0.039) 
     
Constant 0.249*** 0.197 0.172*** 0.159** 
 (0.037) (0.123) (0.020) (0.068) 
Sample: Only those that chose …  To compete To compete Not to compete Not to compete 
Observations 362 362 783 783 
R2 0.0008 0.0044 0.0002 0.0107 

Table B.1 The effect of sequencing on the probability of registering to the database of volunteers. Linear probability 
models. The dependent variable is a dummy about whether a subject registered in the database of volunteers. Standard errors 
are clustered at the session level. ***/**/*: significant at the 1%/5%/10%-level. 

 

 (I) (II) (III) (IV) 
Before -0.020 -0.019 0.022 0.021 
 (0.035) (0.035) (0.024) (0.025) 
     
Leisure  0.007  -0.002 
  (0.019)  (0.013) 
     
Income  -0.008  -0.003 
  (0.008)  (0.004) 
     
Paid  0.012  0.030 
  (0.033)  (0.024) 
     
Constant 0.109*** 0.133* 0.068*** 0.087* 
 (0.026) (0.071) (0.015) (0.050) 
Sample: Only those that chose …  To compete To compete Not to compete Not to compete 
Observations 362 362 783 783 
R2 0.0011 0.0050 0.0016 0.0044 

Table B.2 The effect of sequencing on the probability of signing up for a lab experiment. Linear probability models. 
The dependent variable is a dummy about whether a subject signed up for a lab experiment (irrespective of whether they 
showed up for the experiment on the day). Standard errors are clustered at the session level. ***/**/*: significant at the 
1%/5%/10%-level. 
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 (I) (II) (III) (IV) 
Before -0.010 -0.008 0.027 0.026 
 (0.032) (0.032) (0.022) (0.023) 
     
Leisure  0.002  0.000 
  (0.018)  (0.011) 
     
Income  -0.010  -0.004 
  (0.007)  (0.004) 
     
Paid  0.021  0.026 
  (0.036)  (0.023) 
     
Constant 0.098*** 0.148** 0.058*** 0.077 
 (0.022) (0.071) (0.015) (0.047) 
Sample: Only those that chose …  To compete To compete Not to compete Not to compete 
Observations 362 362 783 783 
R2 0.0003 0.0068 0.0027 0.0054 

Table B.3 The effect of sequencing on the probability of participating in a lab experiment. Linear probability models. 
The dependent variable is a dummy about whether a subject participated in a lab experiment. Standard errors are clustered 
at the session level. ***/**/*: significant at the 1%/5%/10%-level. 
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Appendix C 

 
Figure C.1 Population attrition by gender ‘Interested’ refers to the percentage of the population who indicated 
interest to receive an email with more information about the ORSEE database. ‘Registered’ refers to the percentage 
of the population who registered in the ORSEE database. ‘Signed Up’ refers to the percentage of the population who 
signed up for one of the lab sessions. ‘Participated’ refers to the percentage of the population who showed up in one 
of the sessions. 
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Appendix D 

The evidence of selection bias in sections 3.1 and 3.2 raises the question of what factors influence 

the decision of individuals to volunteer for experiments and how these differ for men and women. 

Already in sections 3.1 and 3.2, we saw evidence suggesting that different factors may account for 

the willingness of men and women to select into the lab. Here, we expand our analysis to consider 

the effect of competitiveness and risk attitudes on selection, while controlling for a number of 

other covariates.  

Table D.1 presents the results from a linear probability model where the dependent variable is 

a participant’s choice to volunteer for lab experiments. The independent variables include our two 

main behavioral measures – that of an individual’s competitiveness (Compete) and that of their 

willingness to take on risk (Risk tolerance) – a self-reported measure of one’s leisure time 

(Leisure), a self-reported measure of their income (Income), a control for whether they were asked 

to express their interest for future lab experiments before the classroom experiment (Before), and, 

finally, a control for whether they were selected to be paid for their participation in the classroom 

experiment (Paid). 

The results in Table D.1 reveal that different factors drive the decision of men and women in 

our population to volunteer for experiments. For men, only the willingness to compete is a 

significant predictor of their choice to volunteer; risk attitudes appear to have no influence in their 

decision. For women, on the other hand, it is competitiveness that seems to have no influence on 

their willingness to volunteer; only their risk attitudes appear to determine selection as well as 

whether they were selected for payment. These findings are important for experimental 

economists, not only because we find evidence that variables we are often interested in measuring 

such as competitiveness and risk attitudes affect selection, but also because men and women appear 

to select differently into the lab raising challenging questions for experimental studies on gender 

differences.  
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 Male Female    
Compete 0.04** 0.00    
 (0.02) (0.04)    
Risk tolerance -0.00 -0.03*** 
 (0.01) (0.01)    
Leisure -0.00 0.03    
 (0.01) (0.02)    
Income -0.01 -0.00    
 (0.00) (0.01)    
Before 0.01 0.02    
 (0.02) (0.03)    
Paid 0.00 0.08**  
 (0.02) (0.04)    
Constant 0.10** 0.07    
 (0.05) (0.10)    
Observations 811 334    
R-squared 0.09 0.04    

Table D.1 The determinants of selecting into the lab for men 
and women Linear probability models. The dependent variable 
is a dummy whether a subject volunteered for lab experiments. 
Standard errors are clustered at the session level. ***/**/*: 
significant at the 1%/5%/10%-level. 
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Appendix E 

Table E.1 presents summary statistics for the other variables collected during the experiment. In 

the population, males solve a higher number of math problems and are more willing to take risks 

(all are significant at p < 0.01 using Mann-Whitney U tests). The same holds for the sample of 

volunteers (Mann-Whitney U test at p < 0.01 for task 1 and task 4, and p = 0.09 for task 2). Men 

in the population also report to be more confident than women, and to have more leisure and higher 

income (Mann-Whitney U tests, all significant at p < 0.01). For the sample of volunteers, however, 

we do not find significant differences between men and women for confidence, leisure and income 

(Mann-Whitney U tests, p > 0.29). 

 

 Males Females 
 Population  

(N = 811) 
Lab volunteers 

(N = 57) 
Population 
(N = 334) 

Lab volunteers 
(N = 33) 

Task 1 (Piece rate) 5.84 
(2.55) 

6.18 
(2.34) 

4.68 
(2.30) 

4.66 
(2.13) 

Task 2 (Tournament) 6.44 
(2.48) 

6.82 
(2.22) 

5.39 
(2.04) 

6.00 
(2.15) 

Task 4 (Risk) 3.90 
(1.92) 

3.98 
(1.80) 

2.67 
(1.62) 

1.97 
(0.88) 

Confidence 0.28 0.21 0.15 0.18 
 (0.44) (0.41) (0.36) (0.39) 
Leisure 3.32 3.32 3.01 3.15 
 (0.88) (0.93) (0.81) (0.76) 
Income 6.15 5.80 5.75 5.61 
 (2.02) (1.92) (1.87) (1.68) 

Table E.1 Average score in Tasks 1, 2 and 4 (standard deviation in parentheses). For Tasks 1 and 2 the score reflects 
the amount of correctly solved math problems in 90 seconds. Task 4 is a risk task that ranges from 1 (taking no risk) 
to 6 (taking the maximum amount of risk). Confident is a dummy variable indicating whether a subject believes s/he 
has outperformed the group member in Task 2. Leisure is a self-reported measure (on a scale of 1-5) of how much 
leisure a subject perceives to have. Finally, Income is a self-reported measure (on a scale of 1-10) regarding the income 
bracket a subject thinks s/he belongs. 
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